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Abstract: 

 
Credit card fraud detection is currently taking place on a huge scale all around the world. This 

issue persists despite a significant increase in online transactions and use of e-banking 

platforms. It is critical that credit card firms be able to detect fraudulent credit card transactions 

so that users are not overcharged. Such issues can be addressed using Intelligent Retrieval and 

Machine Learning. 

Credit card fraud usually occurs when the card is stolen and used for unauthorised purposes, 

or when the fraudster is able to extract the credit card information for their own use. To detect 

such fraudulent acts, the credit card fraud detection system was established. The project's goal 

is to concentrate mostly on machine learning methods. The Random Forest, Support Vector 

Machines, XG Boost, Logistic Regression are all employed. 

The above suggested system's performance will be evaluated using sensitivity, specificity,  

accuracy, and error rate. By comparing all three methods, the optimal Algorithm will be 

discovered. 

 
Keywords: XG Boost, Logistic Regression, Random Forest 

 

INTRODUCTION 

 
The term "credit card fraud" refers to a broad range of fraudulent and theft acts that occur when 

a person uses their credit card to transfer payments. This could serve two purposes, either to 

take money out of an account without authorization or to make purchases without paying for 
them directly. Identity theft is also a result of credit card fraud. Credit card fraud is the crime 

that most people identify with identity theft, despite the fact that it is somewhat of an economic 

crime. 
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Approximately 10 million, or one out of every 1300 transactions, were made in 2000 out of the 
13 billion transactions that are made annually proved to be a hoax. Additionally, 5 out of 10,000 

monthly active accounts, or 0.05% of them, were fraudulent. 

Currently, one-twelfth of one percent of all transactions are protected by fraud detection 

systems, but billions of dollars are still lost as a result. Today's business premises are extremely 

vulnerable to credit card fraud. Therefore, it is crucial to comprehend the methods used to carry 

out a fraud in order to effectively resist it. There are undoubtedly a plethora of methods that 

credit card thieves use to conduct fraud. To put it simply, credit card fraud is described as 

"when a specific person uses another person's credit card for independent purposes without 

disclosing the card's ownership or issuer of any activity on the card." Card fraud can begin with 

the physical card being stolen or with the theft of sensitive account information, such as the 

card account number or other information that must be made available to a merchant in order 

for a transaction to be approved. As a result, identifying credit card fraud is typically 

challenging. Machine learning is considered to be one of the most effective methods for 

detecting fraud. Regression and classification techniques are used to predict credit card fraud. 

A number of learning algorithms have been investigated for credit fraud detection cards that 

include Random Forest, Logistic Regression Support Vector Machines, and Neural Networks. 

The above algorithms' performance is verified by this project. Their capacity to indicate if a 

transaction was fraudulent or authorised will determine how well they compare. Accuracy, 

specificity, and precision of performance measures are used to facilitate the comparison. 

 

LITERATURE SURVEY 

 
Algorithms from both machine learning and deep learning are used in credit card fraud 

research. This section describes the work that was done using two distinct methodologies that 

are easily accessible for detecting fraud, and the methods that can be used to deal with data that 

is not balanced. Some methods are available to deal with the unbalanced data. They are 

sampling techniques (b), classification techniques (a), and resemblance approaches (c). The 

following Machine Learning algorithms are used to detect credit fraud: K-nearest neighbour, 

decision trees, gradient boosting, and logistic regression, support vector machine (SVM), etc. 

Yashvi Jain, Namrata Tiwari, Shripriya Dubey, and Sarika Jain investigated a number of 

methods [I] in 2019 for the identification of credit card fraud, including support vector 

machines (SVM), Bayesian networks, decision trees, K-Nearest Neighbours (KNN) fuzzy 

logic system, hidden markov model, artificial neural networks (ANN), and fuzzy logic systems. 

They note in their research that the SVM, decision trees, and knearest neighbour algorithms all 

provide medium levels of accuracy. Out of all the algorithms, the ones with the lowest accuracy 

are Fuzzy Logic and Logistic Regression. High detention rates are provided by KNN, fuzzy 

systems, naive bayes, and neural networks. At the medium level, the SVM, decision trees, and 

logistic regression all provide a high detection rate. The ANN and the Naïve Bayesian 

Networks are the two methods that outperform in every regard. It is highly costly to train these. 

There is a significant flaw in every algorithm. The disadvantage is that different contexts get 

different results from these algorithms. With one kind of dataset, they provide better findings; 

with another type of dataset, they produce poorer results. Small datasets do exceptionally well 
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with algorithms like KNN and SVM, whereas raw and un sampled data work well with methods 
like logistic regression and fuzzy logic systems. 

 

PROPOSED SOLUTION 
 
This project's primary goal is to use algorithms such the Random Forest, Decision Tree, 

LGBM, and Nearest Neighbours algorithms to classify the transactions in the dataset that 

contain both fraud and non-fraud transactions. The optimal algorithm for identifying credit card 

fraud transactions is then determined by comparing these three algorithms. The process flow 

for detecting credit fraud involves dividing the data, training the model, deploying the model, 

and establishing evaluation standards. This model uses the Kaggle credit card fraud dataset, 

which needs to undergo pre-processing. We now need to divide the data into training and 

testing sets in order to create the model. The Random Forest and LGBM models are trained 

using the training set. Next, we create both models. Lastly, the models' accuracy, precision, 

recall, and F1-score are computed. At last, a more precise comparison of credit card fraud 

transactions. 

 

Fig. 1 Uml Diagram 

To begin with examine the dataset. To balance the data set, random sampling is applied. Next 
the dataset should be divided into two sections: the train dataset and the test dataset. Move on 

the suggested models employ feature selection. Metrics for accuracy and performance have 
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been computed to determine the effectiveness of various algorithms. Next, find the optimal 
algorithm for the specified dataset by evaluating its efficiency. 

 Algorithm to be used – Random Forest, Decision tree, LGBM and the Nearest 

neighbours. 

 

METHODOLOGY 

 
The process of detecting credit card fraud looks like this. The dataset can be uploaded in 

one or more files, and the algorithm will read them all. To balance the data set, random 

sampling is applied. Next the dataset should be divided into two sections: the train dataset 

and the test dataset. Move on The suggested models employ feature selection. The 

effectiveness of various algorithms has been determined by calculating accuracy and 

performance indicators. Next, find the optimal algorithm for the specified dataset by 

evaluating its efficiency. 
 

Fig 2 Methodology 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Page | 24 
 

Index in Cosmos 

http://www.pragatipublication.com/


International journal of basic and applied research 

www.pragatipublication.com 
ISSN 2249-3352 (P) 2278-0505 (E) 

Cosmos Impact Factor-5.86 

Oct 2024, Volume 14, ISSUE 4 

UGC Approved Journal 

 

 

 

 

Table 1. Algorithm steps for finding the Best algorithm 

 

 

 

Results 
 

 
 

Fig 3.Data set 
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Fig4.Algorithm 

 

 

Fig 5.Output 
 

Conclusion 

In this study, fraud in the credit card system was detected using machine learning 
techniques such as random forest, SVM, and logistic regression. Sensitivity, specificity, 

accuracy, and error rate are used to assess how well the suggested system performs. 

Through comparison of all three methods, the optimal algorithm is identified. 
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